
Appealing images are important for everything from blogging to marketing. To make things more 
efficient, we could try to rate images with a computer. However, we can’t use regular computer programs 
to do this; we need to use a neural network, a program that mimics a part of the human brain.

In this project, I used a neural network to model how the general public rates images. The network 
was trained using a set of images called the AVA dataset (see Figure 1). This dataset was used because it 
contains a large variety of diverse images--a quarter of a million in total. After training, the network was 
analyzed to determine what the “best” and “worst” features are in images.

First, the images were converted to codes by using a different neural network. The codes store the 
images’ features by converting them into a string of 4096 numbers, making the network more accurate 
because the network didn’t have to detect the features. The network is trained to rate an image based on 
the codes and the ratings that they correspond to.

When the network is trained, numerical weight values in it are calculated to optimize the network’s 
ability to rate images—each input feature has its own weight that it is multiplied with. The final rating is 
the sum of the products of the features and the weights. Therefore, the input features with the highest 
positive weight values can be said to be good because they affect the final rating in a positive way, and 
the features with the lowest negative weights bad because they lower the final rating.

Images with high values for the best and worst features will be visually analyzed to determine what 
the features correspond to in an image.
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DATA AND FINDINGS

There might be inherent randomness in image ratings 
because  the  network  was  more  accurate  when  the 
distribution of ratings it generated was “crushed”. This 
suggests that guessing close to the median rating is a good, 
safe strategy for rating images—maybe people have 
different internal scales for image ratings?

When looking at the good/bad features, unfiltered nature 
seemed to be mostly good, except for squirrels. 

Some  features  appeared  on  both  the  positive  and 
negative sides: cups and images with the blue-green filter 
are two examples—these features are hard to place since 
some people really like them and others dislike them. 

Other features were already known to be good or bad, 
like images with too many colors. However, the features 
are still hard to understand as humans did not pick them.

The identified good/bad features should be useful for 
photographers or anyone who needs a good image.

CONCLUSIONS AND ANALYSIS

ACKNOWLEDGEMENTS / REFERENCES

In the future, more analysis could be done on the features in 
the codes. If there is a better way to determine what the common 
feature is from a group of images, we could get a better 
understanding of the things that people like/dislike.

More work could also be done to determine whether the 
subject or the effects in an image are more important. Squirrels 
were a negative feature, which seems to show that the subject 
matter of an image is more important, but the blue-green filter 
seems to show that the effects visible in an image are more 
important. The importance of each is unknown.
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Figure 5: Blue-Green 
Filter from Figure 3

Figure 6: Frog from 
Figure 3

Feature #1: 425821...
Feature #2: 348023…
Feature #3: 720153…
Total of 4096 Features

Rating: 3/10

Figure 1: How an Image Becomes a Rating


